
Multivariate Statistics (I)

3. Factor Analysis (FA)
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3.1 Comprehension of FA

3.2 Concept of common factor

3.3 Factor model

3.4 Estimation of factor model

3.5 Factor rotation and factor loadings plot

3.6 Application of factor scores

3.7 Visualizations of FA

3.8 R for FA : Practice Time 
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• Definition

FA: technique for describing the covariance relationship among many variables in 
terms of a few factors which are underlying, but unobservable random quantities.

History :
 K. Pearson and Charles Spearman provided beginnings of FA in the early 20th century.

 Charles Spearman is known for being the one who coined the term factor analysis and 
actually used it to measure children’s cognitive performance.

 Spearman, C. (1904). General intelligence objectively determined and measured, American 
Journal of Psychology, 15, 201–293.
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• [STEP 1] Prepare a multivariate data matrix X.

• [STEP 2] Obtain a covariance matrix S (or a correlation matrix R).

• [STEP 3] PCFA is performed to obtain the first m(≤ 𝒑) common factors of 70% or more of the 

goodness-of-fit, and the common factors are can be interpreted after the orthogonal

transformation.

• [STEP 4] MLFA is performed and the common factors are obtained through the test

and the common factors are interpreted after the orthogonal transformation.

• [STEP 5] Compare the tendency of the common factors and the factor scores obtained from 

[STEP3] and [STEP 4].

• [STEP 6] Repeat [Step 3] - [Step 5] while changing the number of common factors.

• [STEP 7]  Consider factor scores as a new multivariate data reducing dimensionally .
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 Spearman’s study of 1904 : n = 33 children of private elementary school 

Classic French English Mathematics Discrimination of pitch Music 

General ability(intelligence) factor

Specific factor

Factor loadings

PCFA
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 Model with m common factors

 Properties : Covariance Structure

 Assumptions

: Common  factors  decomposition

: jth communality

(sum of squared loading of the 𝑥𝑗)

Matrix of factor loadings

Vector of specific factors

: loadings of the  jth variable 𝑥𝑗 𝑜𝑛 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑓𝑎𝑐𝑡𝑜𝑟)
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[Table 3.4.1] PCFA of S based on the PC method

Proportion of total sample variance due to jth factor

Centred data matrix :

Residual matrix :

𝑠𝑗𝑗
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• How do we select the number of factors m in PCM?

for S for R1) 2)

vs.
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• [STEP 1] Prepare a multivariate data matrix X form [Data 1.3.2]

• [STEP 2] Obtain a covariance matrix S (or a correlation matrix R).

• [STEP 3] Spectral decomposition 

[Example 3.4.1] PCFA of  KLPGA Data (klpgaa.txt)

Putting average               
Green  in regulation %  
Par save %                        
Par break %                                 
Scoring average
Prize rate

Eigenvector :
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• [STEP 4] Proportion of total sample variance according to the 

number of factors

• [STEP 5] Estimation of factor loading matrix

• [STEP 6] Estimation of specific variance
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• [STEP 7] Residual matrix

Factor loadings         Communalities          Specific  variances Results of PCFA

Putting average
Green  in regulation %  
Par save %                        
Par break %                                 
Scoring average
Prize rate
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MLFA based on the  Maximum Likelihood Method

[step 1] Given                     ,   consider the likelihood function

[step 3]

[step 2]

𝑀𝑎𝑥
𝛬,𝛹

𝑙
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• How do we select the number of factors m in MLM?

 Goodness-of fit: 

Test the hypotheses                             with an appropriate m vs.

: Bartlett’s test statistic based on the chi-square approximation when n ∧ n-p are large

 Likelihood Ratio Test : −2 logΛ ∼ 𝜒𝑑𝑓
2

Residual matrix :

The diagonal elements are zero and the other elements are small: m factor model 

is appropriate !

for S
for R
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 [Example 3.4.3] MLFA of KLPGA

Residual matrix 
of PCFA

Putting average
Green  in regulation %  
Par save %                        
Par break %                                 
Scoring average
Prize rate
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• Definition

• An orthogonal transformation of the factor loadings : 

• Concepts

• the p x m matrix of estimated factor loadings obtained by PCFA or MLFA

• : matrix of rotated loadings where 

=>  The estimated factor common decomposition remains unchanged:

From a mathematical viewpoint, it is immaterial whether  or                     is obtained.

Since the original loadings may not be readily interpretable, it is usual practice to rotate 

them until a simple structure is achieved.

Conclusion

Question: How can you choose an orthogonal matrix T? Varimax

Max
T

Clockwise Counterclockwise

Standardizing
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[Example 3.5.1] Comparison of before and after the rotation in  MLFA  

Putting average
Green  in regulation %  
Par save %                        
Par break %                                 
Scoring average
Prize rate

Counterclockwise 16



Estimations of Factor Score

Min

Sum of the weighted squares of the errors

𝑓𝑖

pcfa=principal()                 fpc = pcfa$scores

mlfa=factanal()                  fml = mlfa$scores

R: Factor Scores

library(psych)
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 [Example 3.6.1] PCFA and MLFA of air-pollution data [Data 2.8.2] in  LA 
 Comparison of varimax rotations of PCFA and MLFA : [R-code 3.6.1]

Residual Matrices  of PCFA and MLFA:
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[Figure 3.6.1] Factor loadings

[Figure 3.6.2] PCFA’ s factor scores 

Vehicle exhaust gas factor

19



• 42 days LA air pollution 

42 measurements on air-pollution variables recorded at 12:00 noon in the LA area on 

different days.

Law Standardized Factor scores
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[Figure 3.6.3] Factor Scores PCFA and MLFA after rotation 

Similar Pattern fort Factor Scores of PCFA and MLFA
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 [Example 3.7.1]Air pollution- FA Biplot
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R-Code: FA(PCFA , MLFA) and FA Biplot

library(psych),  principal() PCFA

library(psych), factanal() MLFA

principal(, rotation=“varimax”)
factanal(, rotation=“varimax”)

Varimax Rotation

FA Klpga-PCFAsteps-scree.R
Klpga-MLFAfactanal.R
Klpga-MLFAvarimax.R
airpollution-PCMLFAvarimax-scores.R

FA Biplot airpollution-PCFAbiplot.R
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R-code list of Chapter 3 Factor Analysis
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[R-code 3.4.1] klpga-PCFAsteps-scree.R in [Example 3.4.1]

25



[R-code 3.4.3] klpga-MLFAfactanal.R in [Example 3.4.3]
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[R-code 3.5.1] klpga-MLFAvarimax.R in [Example 3.5.1]
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[R-code 3.7.1] airpollution-PCFAbiplot.R in [Example 3.7.1]
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